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Abstract

The study presents a comprehensive analysis of acoustic emission (AE) data collected from bending tests on prestressed
reinforced concrete (RC) girders, with the aim of detecting and characterizing cracking for structural health monitoring
(SHM) applications. Multiple assessment approaches are implemented, including both established and newly developed
AE-based criteria, organized into distinct method specifications (MSs). For each MS, novel damage classification rules are
proposed, and blind predictions are carried out to identify damage states ranging from microcrack initiation to macro-
crack formation. The performance of each method is quantitatively evaluated using precision, recall, accuracy, and a glo-
bal score enabling a comparative assessment. Results show that several entropy-based MSs achieve high predictive
performance, and optimum assessment criteria are experimentally calibrated. The correlation between AE activity and
damage progression is validated using additional specimens not involved in the blind phase. The study demonstrates the
feasibility of using AE parameters for reliable damage classification in RC girders and provides a validated framework to
support SHM procedures and future field applications.
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Introduction ElBatanouny et al.'” tested prestressed beams under

cyclic loading considering pre-cracked and corroded
conditions. They developed a damage index based on
cumulative energy and damage quantification charts,
that is effective for identifying damage level and that
would be promisingly applied for in situ monitoring.
Omondi et al.'® combined AE testing and digital image
correlation (DIC) to improve crack monitoring in pre-

The urgent need for early detection of damage in rein-
forced concrete (RC) and prestressed RC bridge mem-
bers, with a focus on bridge girders,"? has become
evident, as recent structural failures have underscored
the limitations of current structural health monitoring
(SHM) approaches.>* In particular, current SHM tech-
niques, also considering experimental applications, still stressed RC sleepers, proving that AE-based assess-
challengipgly identify incipient 'and low-t'o-moderate ment can be significantly more effective when DIC
da.mage mn ,RC .st.rl}ct.ures, especially .referrlng to earl;sl identifies the critical areas. Zeng et al.'® performed
microcracking initiation and evolution phenomena.

A ) sion (AE 106 1 din the I four-point bending tests on I-section prestressed
coustic emission (AE) testing” has emerged in the last — peqq 4 implemented basic AE analysis to identify
few decades as a nondestructive testing technique with

its capacity to potentially detect damage and degrada-
tion in real-time, automatically, and remotely,L9 over
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the evolution of the fracture process. The study pro-
vides potential damage descriptors based on acoustic
activity that could be effective for monitoring in pre-
stressed RC elements. Zhang et al.?® tested prestressed
girders by coupling AE testing to DIC and found that
AE testing potentially detects crack earlier than tradi-
tional techniques and that it can significantly enhance
accuracy of conventional monitoring techniques. Prem
et al.?! identified AE energy versus deflection slope
thresholds associated with formation on macrocracks
in RC beams under bending, also correlating higher
energy amounts to shear failure modes. The study
characterized other correlations based on rise time to
amplitude ratio (RA) versus average frequency (AF),
severity index versus historic index, b-value (bag), but
these were not supplied as quantitative assessment
tools and only confirmed qualitative trends or failure
modes.

Elbatanouny et al.**> carried out bending tests on
prestressed bridge girders removed from real bridges
and developed intensity analysis charts that would be
efficient for early detection of cracking deterioration.
Castellanos-Toro et al.' tested posttensioned beams
under both static and vibration loading conditions,
reproducing the evolution from precracking to macro-
crack. They identified potential acoustic damage corre-
lations but confirmed the challenging data
interpretation, also highlighting that limited informa-
tion regarding current state and previous loading his-
tory of the structure might harden the damage
interpretation.

Overall, AE testing showed potential correlations
with mechanical response and damage evolution, but
no studies, to the authors” knowledge, focused on inci-
pient and low-to-moderate cracking damage identifica-
tion, systematically investigated multiple analysis
methods, and provided robust damage criteria (DC),
for example, by means of unbiased assessment or blind
predictions (BPs). Moreover, literature correlations
and criteria often reflect specific material and struc-
tural applications and can be difficult to extend to dif-
ferent scenarios. Thus, a pressing need exists for a
thorough investigation that rigorously and quantita-
tively assesses current AE-based evaluation methods,
potentially introducing new method specifications
(MSs) and criteria as tools to detect early and low-to-
moderate damage in typical prestressed girders.

The present study covers the abovementioned litera-
ture gap by systematically evaluating the effectiveness
of various AE analysis methods in detecting early-stage
and moderately developed cracking damage in pre-
stressed RC girders. To this end, the study employed a
comprehensive experimental program, integrating
blind AE monitoring with mechanical and visual dam-
age assessments to establish reference damage states

(DSs). The novelty and scientific contribution of the
paper refers to (1) methodological novelty, by imple-
menting an AE testing framework integrated with BP
and introducing revised and new MSs, (2) quantitative
evaluation, by defining promising DC and objectively
assessing their performance across multiple methods,
and (3) practical relevance, by demonstrating how the
proposed criteria could be employed for proof-testing
and SHM of real-world bridge elements.

Experimental tests

Mechanical tests

Six posttensioned RC girder specimens were tested
under four-point bending in the framework of an
extensive experimental campaign aimed at assessing
the influence of different grouting conditions, pre-
stressed levels, and strengthening techniques on flex-
ural response.'* Four tests, namely on specimens S1,
S2, S3, and S4, represent the main core of the study,
whereas two additional tests on specimens S5 and S6
were carried out for validation purposes; these latter
tests are described in section “Validation considering
additional specimens.”

The girder geometry was designed as representative
of a real bridge deck with longitudinal beams having
T-cross section in a length scale of 1:5. The internal
posttensioning system resulted in two parabolic mono-
strand tendons with different prestress levels among
different girders (Figure 1).

The tests were conducted at the Department of
Structures for Engineering and Architecture of the
University of Naples Federico II, the experimental lay-
out with the specimen beam is reported in Figure 2.
The testing program consisted into a sequence of two
loading protocols, as follows: protocol P1, which con-
sisted of a force-controlled quasi-static cyclic test in
accordance with ACI 437*% and protocol P2, which
was a displacement-controlled monotonic test untill
(P2). Three subprotocols were defined within P1,
namely P1L1, P1L2, and PIL3, aimed at providing
three different external force levels (F.) with increasing
amplitude corresponding to F. j, F.», F, 3; each P1 pro-
tocol consists in two equal-peak force cycles. These
force levels were associated with serviceability limit
state (f% ), ultimate limit state (F.,), and 1.5 times
amplified ultimate limit state (F,3), resulting in 33.1,
48.3, and 72.4 kN, respectively, as discussed in
Losanno et al.®® and depicted in Figure 3. After
completing P1, a quasi-static monotonic protocol untill
failure (P2) was imposed with a displacement rate of
0.05 mm/s up to either the beam collapse or the peak
stroke (150 mm) of the actuator whatever reached
first.
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Figure I. Unstrengthened (benchmark) specimen: (a) longitudinal view and (b) midspan (left) and end (right) cross section of the
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Figure 2. Four-point bending testing setup (dimensions in mm).

The applied force F, was measured through a load
cell installed between the actuator head and the load-
ing frame, whilst midspan deflection was measured
through a linear variable differential transducer and a
wire potentiometer.

Acoustic emission (AE) tests

AE tests were performed with the multichannel
AMSY-6 system produced by Vallen Systeme

1,23

(Biirgermeister-Seidl-Str., Deutschland) using the acqui-
sition software Visual AE. Nonintegrated and preampli-
fied piezoelectric sensors were used, that is, VS30 and
VS150 sensors, working in 28-80 kHz and 100-
450 kHz, and resonant at 30 and 150 kHz, respectively.
Specifically, only VS30 sensors were used for testing S1
specimen, whereas only VS150 ones were used for test-
ing S3 and S4; to correlate VS30 and VS150 responses,
S2 was tested with both VS30 and VS150. These two
types of sensors were used to assess the AE sensitivity in
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Figure 3. PILI, PIL2, and PIL3 loading protocols expressed
as applied force (F.) versus time (t).?3

terms of low (VS30) and medium (VS150) frequency
resonance/operation, given that AE testing of RC struc-
tures is typically carried out within this range.'>!
Validation tests, performed on S5 and S6, also imple-
mented sensors with intermediate working/resonant fre-
quencies (VS75), as described in section “Validation
considering additional specimens.”

Four sensor channels were implemented for each
test, and typically three sensors were located in the mid-
dle point area. In particular, for specimen S1 and all
loading protocols but P1L1, Chl, Ch2, and Ch4 sen-
sors were located in the middle point area (28 cm away
from middle point axis), and Ch3 was out of this latter
area (178 cm away from middle point axis); Ch4 was in
the support area (located 278 cm away from middle
point axis) under P1L1 test. For other specimens, Chl,
Ch2, and Ch3 sensors were located in the middle point
area (28 cm away from middle point axis), and Ch4
was out of the area (approximately 90-100 cm away
from middle point axis).

Pretrigger and posttrigger time interval was set
equal to 100 ws, hit definition time, hit lockout time,
and maximum hit duration time were set equal to
250 s, 2000 ws, and 100 ms, respectively; no peak def-
inition time was set. Band-pass 25-82 and 75-350 kHz
filters were implemented for VS30 and VS150 sensors,
respectively. Gain was set to 34 dB and input setting to
10 Vpp.

Check and preparation tests were carried out to ver-
ify the installation of the sensors and to calibrate the
main acquisition parameters; pencil-lead break, pulsing
tests, and sensors’ localization tests were performed.
Only recordings along the mechanical tests were ana-
lyzed in this study; in particular, AE data were identi-
fied by channel (Chl, Ch2, Ch3, and Ch4) and related
mechanical test, that is, specimen (S1, S2, S3, and S4)
and loading protocol (P1L1, P1L2, P1L3, and P2). All
basic AE features were recorded, with a focus on

number of hits or hits (H), peak amplitude or ampli-
tude (A4), number of counts (N), rise time (RT), dura-
tion (D), energy (E), root mean square (RMS), signal
strength (SS), cumulative hits (3 H), cumulative counts
(ZN), and cumulative energy (ZE). As a postprocessing
filter, N >3 was assumed.

Damage assessment criteria and blind
predictions (BPs)

Methodology

AE analysis and MSs. Four different methods (Ms)/anal-
ysis parameters were considered: Kaiser effect (and
Felicity ratio), RA versus AF response, b-value, and
acoustic entropy, implemented considering multiple
MSs; the formulations are omitted since are described
in the reference papers, and the only developed MSs
are reported.

Violation of Kaiser effect? and associated Felicity
ratio (FR)?® were assessed (method (M) K) considering
a number of 11 MSs, depending on the quantitative
definition of significant activity descriptors, that is,
considering:

® hits (H) versus time () rate (AH/A¢) larger than or
equal to 3/s, defining MS K1;
counts (N) larger than or equal to 100 (MS K2.1);
hits (H) larger than or equal to 10 and amplitude
(A) larger than or equal to 60 dB, (MS K2.2);

e history index larger than or equal to 1.4, consider-
ing four different formulations, applied considering
the case of resetting and not resetting N and the
correlation factor, defining MSs K3.1a, K3.1b,
K3.2a, K3.2b, K3.3a, K3.3b, K3.4a, K3.4b, where
index i in K.3i corresponds to the MS identifier
(ID) and following a or b stands for resetting or
not resetting condition, respectively. M K was
assessed considering each cycle of the cyclic tests
(but the first unprogrammed cycle of P1L1) and
monotonic tests.

Only a MS was implemented for RA versus AF (or
AFRA) analysis,?” assessing the evolution of RA ver-
sus AF for all channels and over subsequent subsets
within each test (MS AFRA).

b-value (bag, method (M) b)*® was estimated consid-
ering the same subsets considered for AFRA analysis,
considering both current data and accumulated data,
defining MS bl and MS b2, respectively.

Finally, AE or acoustic (information) entropy
(H)**° (M E) was assessed considering both (E1)
Shannon (Hs) and (E2) Kullback—Leibler (Hkp) for-
mulations,*’** and accounting for both (1) (Hs and
Hyy) absolute and (2) cumulative (SHs and X Hgp)
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% Methodology steps

1  What method (M)?

2  Howis M implemented?

3  How are AEs processed according to MS?

through damage state criteria (DSC)

Method specification (MS) and MS identifier (ID)

AEs are assessed through damage criteria (DC)

DC: set of rules defined by elementary criteria (EC),
checked within detection sampling windows (DSWs)

BP
4 What does MS assessment yield? K1
A blind prediction (BP) P1L1
P1L2 P
BP: damage state (DS) as function of specimen (S) and protocol (P) P1L3 [mp>
DS: no damage (ND), low damage (LD), severe damage (SD) P2
S:S$1,S2,S3, 54
P: P1L1, P1L2, PIL3, P2 $1828384
[~ no o b A sp

F@ Example application

MS: K1 | Significant AE activity: AH/At 2 3/s

EC: Kaiser effect is violated
DSW: Each subcycle of P1 tests and P2 up
to peak force of 1.5 times PIL3

LD: only one channel detects EC

ND: no channel detects EC
Dsc
SD: more than a channel detects EC

Figure 4. Workflow of the implemented assessment methodology (Table 1). P2 is analyzed up to a peak force of 1.5 times PIL3

peak force (1.5 F.3).

measures, defining MS El1.1, E1.2, E2.1, and E2.2. Hg
and Hy; formulations are reported in Equations (1)
and (2), respectively, considering the Jth AE event, and
the probability distribution mass vector py is expressed
in Equation (3), where N, is the number of counts asso-
ciated with the ith AE event (numerator ith items).

Hs(J))= — ijlp,(j)logz(pj(j)) (1)
Hyx(J)=HspsDpsG—1))

J . ) (2)
== jzsz(J)Ing Qﬁ)

1
pJ:ji{NlnN29---aNJ} (3>
ST N
Entropy was assessed starting from the first AE event
and increasing detection window along time including
each consequent AE event.

Damage assessment. The assessment methodology is
organized in four steps: (1) M selection, (2) M imple-
mentation (through MS), (3) AEs processing according

to MS, and (4) damage assessment results. Figure 4
shows the workflow considering M K and MS K1 as
an example.

AEs processing (step 3) is based on the implementa-
tion of quantitative DC, defined for each method and
MS as it is reported in Table 1. Each implementation
of DC yielded a BP (step 4), which consists in a DS cor-
responding to each specimen and loading protocol.

DC were defined by a set of rules and analysis fea-
tures implemented by processing the results associated
with each MS. Each DC is defined by DC ID, elemen-
tary criteria (EC), detection sampling windows
(DSWs), and damage state criteria (DSC). DC IDs cor-
respond to MS IDs unless multiple DC are defined for
a single MS. EC correspond to elementary detections
referred to the specific conditions (e.g., violation of
Kaiser effect or entropy threshold exceedance) checked
in DSWs, identified within each loading protocol. For
a given DC ID, the quantitative interpretation of the
EC detections over the sensor channels results in a
DSC, which allows to define a BP.

EC define the level of attention associated with the
specific detection, and binary or ternary EC were
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defined according to the specific DC. Binary EC are
based non-EC detection (null level of attention) and
EC detection (low to severe level of attention); ternary
EC are associated with EC; (null level of attention),
EC, (low-to-moderate level of attention), and EC;
(moderate-to-severe level of attention). EC (Table 1)
were defined according to the interpretation of the AE
results and accounting for the literature evidence.

EC associated with K, AFRA, and b MSs were set
considering well consolidated DC. With regard to E
MSs, EC5 were derived from the blind criteria already
considered for the analysis of the results, whereas EC;
and EC, were defined by setting (1) half EC; as a refer-
ence EC,/EC, threshold value for E1.1, E2.1, and E2.2,
which operate in the context of a single order of magni-
tude and (2) 1072 EC; as a reference EC,/EC, thresh-
old value for E1.2.

For fixed sensor channels, DSWs (Table 1) represent
the context of the assessment realization associated
with EC checks. DSWs associated with investigated
MSs coincide with related subsets. In detail, DSWs
related to the Kaiser effect and Felicity ratio MSs (K
MSs) consist in each cycle of P1 tests and to P2 up to
peak force of 1.5 times P1L3. DSWs related to AFRA
and b-value analysis MSs coincide with the following
set of six subsets For P1L1, subsets include (1) first and
second increasing (loading) branches of first cycle, (2)
third and fourth increasing branches of first cycle, (3)
fifth and sixth increasing branches of first cycle, (4)
(all) first cycle decreasing branches, (5) (all) second
cycle increasing branches, and (6) (all) second cycle
decreasing branches. For P1L2 and PI1L3, subsets
include (1) first increasing (loading) branch of first
cycle, (2) second and third increasing branches of
first cycle, (3) fourth and fifth increasing branches of
first cycle, (4) (all) first cycle decreasing branches, (5)
(all) second cycle increasing branches, and (6) (all) sec-
ond cycle decreasing branches. For P2, subsets were
defined by considering a number of six equal-time win-
dows up to the achievement of a force equal to 1.5
times the maximum force associated with P1L3 (£ 3).
DSW related to the acoustic entropy MSs coincide with
the entire test.

DSC (Table 1) define specific rules for interpreting,
in a univocal quantitative manner, the results of EC
checks within DSW for each MS (and specimen). DSC
essentially consist in criteria associated with number
and level of attention of detected EC over total number
of channels and DSWs. DSC are defined for three
hypothesized DSs, classified among no damage (ND),
low damage (LD), and severe damage (SD), for each
specimen and loading protocol. Since the predictions
are blind, the classification of the level of damage is
based on reasonable clear distinguishable criteria,
which also account for the range of observed

7
Table 2. Sum of total occurrences of Kaiser effect violation
along cycles (cycles | and 2 for protocols PI and unique test
procedure for protocol P2) for each test and specimen,
considering all channels (MS K3.1b).
Kaiser effect violation SI S2 S3 S4
Protocol
PILI 5 2 0 0
PIL2 7 5 0 0
PIL3 7 8 3 |
P2 4 4 3 4
Total Pl 19 I5 3 |

Size of sample for each sum value is 4 (I cycle X 4 channels) for all
specimens but S| and protocol PILI, and all specimens and protocol P2
(I test procedure X 4 channels), whereas it is equal to 8 in all other
cases 8 (2 cycles X 4 channels).

parameter/feature values. Obviously, DSC were quan-
titatively defined with regard to the specific tests, but
these can be easily extended to other applications by
referring to the size of DSWs and accounting for the
number of sensor channels.

For each MS, the synthesis of the application of
DSC to all loading protocols and specimens provides a
BP. In particular, a BP is expressed by a 4 X 4 matrix,
where rows represent loading protocols (P1L1, P1L2,
P1L3, and P2) and columns stand for specimens (S1,
S2, S3, and S4). P2 was considered up to a peak force
of 1.5 times P1L3 peak force (1.5 F,3) in order to not
account for extremely severe loading conditions (e.g.,
near collapse).

In order to account for the dispersion of the investi-
gated DC in terms of BP matrices, mode (M-matrix),
disagreement frequency (DF-matrix), and entropy (E-
matrix) were estimated. M-matrix was defined by the
most frequently predicted DS, DF-matrix corre-
sponded to the frequency of deviation from the mode,
and E-matrix was defined by Shannon entropy (Hs),
associated with different DSs considering the ratio
between the DS detection counts and the number of
estimations; ND, LD, and SD corresponded to 1, 2,
and 3, respectively.

Results and discussion remarks

Key response occurrences. The experimental results are
processed in this article identifying the key response
occurrences, considering Kaiser effect and Felicity
ratio, AFRA, bag, and acoustic entropy.

The occurrence of Kaiser violations reported in
Table 2 clearly indicates that specimen S1 and S2
were affected by damage since protocol P1L1, with
more (less) significant damage associated with S1 (S2)
as 5 (2) occurrences were detected; a number of 5
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Table 3. Simultaneous occurrences (1/0) of decreasing AF and increasing RA along subsequent subsets for each test and channel,

associated with specimen S| (MS AFRA).

AF decreasing and S|
RA increasing
occurrences (1/0)

Subset -2 Subset 2-3 Subset 3—4 Subset 4-5 Subset 5-6
Protocol chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4
PILI 0 | 0 0 | | 0 0 | 0 0 0 0 0 | 0 | 0 0 0
PIL2 0 0 0 0 | 0 0 | 0 0 0 0 | 0 0 | 0 0 0 0
PIL3 0 | 0 | 0 0 0 | 0 0 0 0 | | | | 0 0 0 0
P2 | 0 0 | 0 0 | | 0 0 | 0 0 | | 0 0 0 | 0

AF: average frequency; RA: rise time to amplitude ratio.

Table 4. Simultaneous occurrences (1/0) of decreasing AF and increasing RA along subsequent subsets for each test and channel,

associated with specimen S2 (MS AFRA).

AF decreasing and S2
RA increasing
occurrences (1/0)

Subset 1-2 Subset 2-3 Subset 3—4 Subset 4-5 Subset 5-6
Protocol chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4
PILI | | | 0 0 | 0 0 | 0 0 0 | 0 0 0 | | | 0
PIL2 | 0 0 0 | 0 0 0 0 0 | 0 | | 0 0 | 0 0 0
PIL3 0 | 0 0 0 0 0 0 | | | | 0 0 0 0 0 | 0 0
P2 0 | | 0 0 0 | | 0 0 0 0 0 0 0 0 0 | | 0

AF: average frequency; RA: rise time to amplitude ratio.

Table 5. Simultaneous occurrences (1/0) of decreasing AF and increasing RA along subsequent subsets for each test and channel,

associated with specimen S3 (MS AFRA).

AF decreasing and S3
RA increasing
occurrences (1/0)

Subset 1-2 Subset 2-3 Subset 3—4 Subset 4-5 Subset 5-6
Protocol chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4
PILI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PIL2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PIL3 0 0 0 0 0 0 0 0 0 0 0 0 | 0 | | 0 0 0 0
P2 0 | 0 0 | 0 0 0 0 | 0 0 | 0 0 | 0 0 0 |

AF: average frequency; RA: rise time to amplitude ratio.

occurrences is detected for S2 corresponding to P1L2.
A number of 3 and | occurrences associated with S3
and S4, respectively, were observed corresponding to
P1L3, and, corresponding to P2, the occurrences
associated with S4 become more significant (4). Once
again, the number and significance of the Kaiser
effect violations potentially indicates the evolution of
damage.

Tables 3—6 report the cases in which AF decreases
and RA increases simultaneously for specimens S1, S2,
S3, and S4, respectively, for each test and channel. A
summary of total occurrences is reported in Table 3.

Table 7 considers all channels. According to the
total occurrences, S1 and S2 were significantly affected
by P1L1, whereas null to one occurrence were associ-
ated with S3 and S4. The number of occurrences
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Table 6. Simultaneous occurrences (1/0) of decreasing AF and increasing RA along subsequent subsets for each test and channel,

associated with specimen S4 (MS AFRA).

AF decreasing and S$4
RA increasing
occurrences (1/0)

Subset 1-2 Subset 2-3 Subset 3—4 Subset 4-5 Subset 5-6
Protocol chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4 chl ch2 ch3 ch4
PILI 0 0 0 0 0 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PIL2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PIL3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
P2 0 0 0 0 0 0 | 0 0 0 | 0 | 0 | 0 0 0 0 |

AF: average frequency; RA: rise time to amplitude ratio.

Table 7. Summary of total simultaneous occurrences of decreasing AF and increasing RA along subsequent subsets for each test

and specimen, considering all channels (MS AFRA).

Total AF decreasing and RA increasing occurrences N S2 S3 S4
Protocol

PILI 6 8 0 |
PIL2 4 5 0 0
PIL3 7 5 3 0
P2 8 6 6 5
Total Pl 17 18 3 |

Size of sample for each sum value is 20 (5 subset variations X 4 channels).

AF: average frequency; RA: rise time to amplitude ratio.

Table 8. Low b-value (bag) occurrences (1/0) along subsequent subsets, considering data from the current subset (MS bl.2), related

to specimen S1.

Low bAE SI
occurrences
(1/0)

Subset | Subset 2 Subset 3 Subset 4 Subset 5 Subset 6
Protocol chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4
PILI | | | | o 0 o 0 O O O o o0 o | | o 0 0 O o o o0 o
PIL2 0o 0 0 O o0 O | 0 | | | 0 0 | | 0 o0 | 0 0 O | | 0
PIL3 0 | 0o 0 O | 0 o0 | | 0 | | | | 0 | | 0o o0 | | 0 o
P2 o 0 0 O o o o0 o | | 0 | | | 0 | | | | | | | | |

decreases passing from P1L1 to P1L2 for S1 and S2,
with no occurrences related to S3 and S4 under P1L2.
P1L3 occurrences related to S1 and S2 are comparable
with P1L1 and P1L2 ones, whereas a number of three
and zero occurrences are detected for S3 and S4,
respectively. Finally, occurrences related to S1 and S2
increase from P1L3 to P2, and a significant number of
occurrences also affect S3 and S4. The abovementioned
detections suggest that S1 and S2 might be affected by
damage since P1L1, whereas, only from P1L3 and P2,
S3 and S4 begin to be damaged, respectively. It is

recalled that P2 data are associated with the detection
windows that extend up to 1.5 F, 3.

As a representative result of h-value assessment, MS
bl.2 occurrences are depicted in Tables 811, and a
summary of the abovementioned results is reported in
Table 12 considering both MS bl and MS b2, account-
ing for all channels. As a general trend, it can be noted
that all MSs identify more significant occurrences for
S1 and S2, with minor but not negligible occurrences
corresponding to S3 and S4. More significant occur-
rences associated with S3 and S4 are detected under
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Table 9. Low b-value (bag) occurrences (1/0) along subsequent subsets, considering data from the current subset (MS bl.2), related

to specimen S2.

LOWbAE S2

occurrences

(1/0)

Subset | Subset 2 Subset 3 Subset 4 Subset 5 Subset 6

Protocol chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4
PILI 0 0 O | o 0 0 0O o o o0 o | 0 | 0O 0 o0 O | 0 | 0o o0
PIL2 o 0 0 O O o0 o | 0O 0 0O O o0 o | 0 0 O | | 0 O | 0
PIL3 o 0 O O o O o0 o | | o 0 o o 0o 0 0 0O 0 0O 0O 0 0 o
P2 0 | 0 | 0O 0 O | 0 0 | 0 | | 0 | | | | | | | | 0

Table 10. Low b-value (bag) occurrences (1/0) along subsequent subsets, considering data from the current subset (MS b1.2),

related to specimen S3.

LOWbAE S3
occurrences (1/0)
Subset | Subset 2 Subset 3 Subset 4 Subset 5 Subset 6

Protocol chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4
PILI o o o o o o 0o o 0 0 00 0 0 0 O O 0 0 0 0 o0 o0 o
PIL2 o 0o 0o 0o o o 0 0 OO O 0 1 | | /Il 0 0 0 0 O O O O
PIL3 /1 o 0 0 0o o o o 0o 06 0 00 I o 1 o0 o o0 o0 o0 o0 o0 1
P2 o o o1 o 0O O O O O O o o o o o o o o o o o o o

Table Il. Low b-value (bag) occurrences (1/0) along subsequent subsets, considering data from the current subset (MS bl.2),

related to specimen S4.

LOWbAE S4

occurrences

(1/0)

Subset | Subset 2 Subset 3 Subset 4 Subset 5 Subset 6

Protocol chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4chlch2ch3ch4
PILI 0 0 O | 0 O | 0 | 0O 0 O O | 0O 0 O | o 0 O O0O o0 o
PIL2 o o o o o o 0o o o o0 ol o o0 o0 0 o0 0 o0 o0 o0 o0 o0 o
PIL3 o 0 o0 0 0o O O o o o | | | | 0o 0 O | 0 0 | o 0 O
P2 0O 0 O O o0 o | o o o0 o o 0o 0o o 0 06 0O OO0 O O 0 o

P1L2 or PI1L3, and, unexpectedly, decreasing occur-
rences related to P2 are almost negligible for S3 and S4,
whereas low occurrence ones are more consistent with
preceding protocols and other specimens. Table 12
shows similar trends identified with regard to previous
analysis methods, but it yields less clear evidence
regarding the hypothetical damage initiation regarding
S3 and S4. Nevertheless, h-value was already known to
not be necessarily well correlated with damage develop-
ing in complex structures and components, especially
under complex stress-strain fields (Soltangharaei
et al.>?).

Acoustic entropy was estimated considering the
same subsets considered for AF versus RA and b-value
analysis, but the focus of the assessment was on the
maximum entropy values within each test. In particu-
lar, the occurrences of high values associated with 3 Hg
(MS El1.2) and 3Hyxy (MS E2.2) are presented in
Tables 13 and 14, and a summary associated with all
investigated entropy measures is reported in Table 15.
At this stage of the BP, high entropy threshold
values related to Hg, 2 Hg, Hxp, and 2 Hgp were set
equal to 10, 10% 0.5, and 10, respectively, according to
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Table 12. Summary of total low b-value (bag) and decreasing value occurrences subsequent subsets considering data from the
current subset (MS bl) and cumulative data (MS b2) for each test and specimen, considering all channels.

Total low or decreasing  MS bl MS b2
bag occurrences
Low Decreasing Low Decreasing

Protocol SI 2 S3 sS4 SI S2 S3 S4 Sl 2 S3  s4 SI S2 S3 S4
PILI 6 9 0o 3 6 5 0 5 2 4 | | 7 2 0 |
PIL2 5 5 4 0 9 5 4 I 5 4 5 2 10 I 6 4
PIL3 9 7 5 4 12 2 4 6 7 3 2 | I 3 2 8
P2 16 12 12 8 14 14 | | I8 I 8 7 14 12 | |
Total Pl 20 21 9 7 27 12 8 12 14 I 8 4 28 6 8 13

Size of sample for each sum value is 24 (6 subsets variations X 4 channels) and 20 (5 subsets X 4 channels) for low value occurrences and

decreasing occurrences, respectively.

Table 13. High cumulative value of Shannon entropy (2Hs) (MS EI.2) occurrences (1/0) for each channel, specimen, and loading

protocol.

High 3Hs occurrences Sl

(1/0)

S2

S3

S4

Protocol ch |

ch 2

ch3 ch4 chl

ch2 ch3 ch4 chl ch2

ch3

ch 4

ch |

ch2

ch3

ch 4

PILI
PIL2
PIL3
P2

—— OO

0
I
I
I

———o0

| 0 0 0
| 0 0 0
| | | |
| | | |

- — OO

—— OO

— O OO

— O OO

— O oo
— O oo

— O OO

Table 14. High cumulative value of Kullback—Leibler entropy (ZH.) (MS E2.2) occurrences (1/0) for each channel, specimen, and

loading protocol.

High 3Hy, occurrences Sl

(10)

S2

S3

S4

Protocol ch |

ch2 ch3 ch4 chl

ch2 ch3 ch4 ch2

ch3

ch 4

ch2

ch3

ch 4

PILI
PIL2
PIL3
P2

I 0 0
I 0 |
I | |
I | |

0
0
|
|

——o0o
——o0o0o
——o0o0o
—ocoo
—ocoo

[eNeNeoNa)

— O oo

— O oo

— O oo
— O oo

— O oo

Table 15. Summary of total occurrences of high value of investigated entropy measures (MS El.l, MS EIl.2, MS E2.1, and MS E2.2)

for each test and specimen, consi

dering all channels.

Total high entropy occurrences MSEI.I MS EIl.2 MS E2.1 MS E2.2

Protocol Sl S2 S3 S4 SI S22 S3 S4 SI S22 S3 S4 SI S22 S3  S4
PILI 2 | 0 0 2 | 0 0 3 3 2 3 2 0 0 0
PIL2 3 2 0 0 3 2 0 0 2 | 3 2 3 0 0 0
PIL3 4 4 0 0 4 4 3 0 I 2 3 2 4 4 0 0
P2 4 4 4 4 4 4 4 4 I 3 2 2 4 4 3 4
Total Pl 9 7 0 0 9 7 3 0 6 6 8 7 9 4 0 0

Size of sample for each sum value is 4 (| test procedure X 4 channels).
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data observations but also accounting for past
applications.

Blind predictions (BPs). Figure 5(a) depicts all BPs associ-
ated with investigated DC. All BPs tend to detect an
increasing severity damage trend passing from protocol
P1L1 to P2 and a decreasing one from S1 to S4, with a
combination of these effects when both features vary.
There are clear similarities among the different esti-
mations, for example, in most cases, ND was associ-
ated with P1L1 for S1 and S2 specimens, whereas in
most cases, SD was detected for all specimens under
P2 test. Outlier BPs are associated with b-value-
based estimations (MS b) and with entropy-based
prediction corresponding to Kullback—Leibler
entropy (MS E.2.1). This latter prediction is
extremely severe for all protocol-specimen combina-
tions (SD is detected in 13 cases out of 16), differ-
ently from all other BPs.

Figure 5(b) shows the results of the dispersion analy-
sis. M-matrix estimation highlights the most frequent
DS associated with the set of investigated DC, and this
represents a measure of consensus among the different
BPs. The experimental interpretation of M-matrix is
crucial since all predictions are blind and several differ-
ent methods and formulations were implemented to
derive BPs; this is reported in the following section. For
S1 and S2, all protocol mode estimates are associated
with SD, as well as P2 estimates associated with all spe-
cimens; for S3 and S4, ND is associated with P1L1—
P1L2 and PIL1-P1L2-P1L3, respectively, whereas LD
is only frequently estimated for S3 under P1L3. It is
interesting to note that LD condition, representing a
transition between LD and SD, only appears 1 time
out of 16 cases in M-matrix, and this suggests that this
mechanical state is more difficultly detected.

DF-matrix depicts how often the estimations dis-
agree (deviations from the mode), and high values are
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Figure 5. Damage assessment results: (a) BP matrices corresponding to estimated DSs associated with investigated protocols and
specimens for all DC and (b) Dispersion analysis of BPs: M-matrix, DF-matrix, and E-matrix. M-matrix values 1, 2, and 3 correspond
to ND, LD, and SD, respectively; DF-matrix values are associated with estimation deviances from the mode; E-matrix values report
Shannon entropy measures, considering ND, LD, and SD corresponding to 1, 2, and 3, respectively.

BP: blind prediction; DC: damage criteria; DF: disagreement frequency; DS: damage state; E: entropy; LD: low damage; M: mode; ND: no damage; SD:

severe damage.
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Figure 6. Applied force (F.) versus deflection (A) curves associated with specimens Sl, S2, S3, and S4 and related protocol force

limits.
SD: severe damage.

associated with significant variability. Looking at the
M-matrix as a reference, highest DF-matrix counts are
overall associated with first DS achievements or DS
transitions, and this is meaningful since the earliest
achievement of DS is certainly the most challenging
condition to assess. In particular, a deviation value
equal to 11 corresponds to specimen S2 under P1L1
(first test) and a value equal to 12 is related to the tran-
sition between LD and SD.

Finally, E-matrix represents a quantitative measure of
uncertainty and disorder, and, in this context, it indicates
how much the different estimations are spread across
multiple DSs. E-matrix could be evaluated considering
acceptable entropy thresholds potentially associated with
reasonably uncertain and disordered estimations,
according to the case study DS. Further comments are
omitted since this matrix, as well as the other ones, will
be meaningfully interpreted with regard to the disclosed
experimental data in the following section.

Experimental assessment of blind
predictions (BPs)

Experimental response and damage states (DSs)

Figure 6 depicts the applied force (F.) versus deflection
(A) curves associated with all specimens and loading
protocols. The primary focus of this experimental
assessment was on identifying DSs related to the
observed cracking initiation and evolution process,
defined by ND, LD, and SD. Therefore, the mechani-
cal response of the specimens is not discussed in detail,
and only the conventional identification of DSs is high-
lighted in this paper.

Even if nominal concrete properties were kept con-
stant for all specimens providing an average cubic

Table 16. Prestress applied to specimens: internal (P;,.),
external (Pey), and total (P.) prestress jacking force.

Specimen Pine [kN] Pexe [KN] Peore [KN]
SI 150 0 150
S2 300 0 300
S3 300 100 400
S4 150 250 400

strength of 35 MPa after 28 days of curing, the speci-
mens were designed with a different prestress level.
Specifically, the target prestress jacking forces in
Table 16 were applied to the specimens through both
internal and external posttensioning (S3 and S4 only).

The different prestressing levels resulted in signifi-
cantly different damage scenarios for the specimens. In
detail, SI was designed to develop cracking under
external load lower than F,;, thus representing the
behavior of an existing bridge with low residual pres-
tress. Prestress level in S2 was considered representa-
tive of bridges in fair conditions, which may not cause
cracking under service traffic loads. In S3 and S4, an
additional posttensioning system aimed at improving
the flexural capacity of the girders under both service
and ultimate loads considering different internal pres-
tress levels.

The object of interest for the present assessment is
the mechanical phase that initiates with the tensile
microcracking formation, which might not even be
visible, corresponding to the earliest visible deviation
from linear elastic response (incipient reduction of flex-
ural stiffness from the initial conditions), and ends with
the evolution of macrocracking that affects, in a con-
siderable and steady manner, the flexural stiffness
(postcracked cross-section stiffness), namely a steady
stiffness reduction larger than 20%. In this study, the
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Figure 7. Example of crack pattern associated with
achievement of conventional SD state.
SD: severe damage.

former phase is conventionally referred to as LD,
whereas the latter to SD. The transition phase can be
relatively gradual and not straightforward to identify,
especially in terms of damage initiation. LD and SD
were identified by synthesizing physical observations
(cracks noted during testing, especially for SD) and
force-deflection response data.”* Even though the anal-
ysis of the crack patterns is beyond the scope of this
article, an example of crack pattern typically associated
with SD is illustrated in Figure 7. It can be noted that
the crack is just visible, and it extends from the bottom
surface to over 10 cm, with a width exceeding 0.1 mm
in the lower crack portion tending to decrease along
the evolution. LD condition is associated with micro-
cracks that are not generally visible for their extremely
reduced width and extension.

The achievement of SD can be clearly observed in
Figure 6: global significant stiffness degradation due to
macrocracking associated with specimens S1, S2, S3,
and S4 can be associated with P1L1, P1L3, P2, and P2,
respectively, recalling that in these latter two cases SD
is identified between F.3 and 1.5 F_3, as this latter
force threshold was considered in the damage

P1L1

P1L2
ND
o LD
A sp

P1L3

P2

S1 S2 S3 S4

Figure 8. Experimental (actual) DSs associated with
investigated protocols and specimens.
DS: damage state.

assessment previously discussed. SD conditions were
clearly compatible with the damage pattern (macro-
cracking formation and evolution) recorded during the
tests. The identification of LD was based on an accu-
rate assessment of global stiffness, as previously dis-
cussed, as it was corroborated by observations during
the tests (microcracking formation and evolution).
Specifically, LD was associated with P1L2, P1L2, and
P1L3 corresponding to S2, S3, and S4. The abovemen-
tioned DSs are shown in Figure 8, as was done for
BPs. Both definitions of LD and SD associated with
cyclic protocols were also corroborated by assessing
the entity of the hysteretic cycles.

Performance evaluation of blind predictions (BPs)

Methodology. The performance evaluation of BPs was
implemented according to consolidated metrics based
on the confusion matrix, accounting for true positive
(TP), false positive (FP), false negative (FN), and true
negative (TN) conditions.**>° Similar method were
used in the literature applications for performance eva-
luation in the context of AE testing.*’*® In particular,
precision (P) (Equation (4), recall (R) (Equation (5),
and Fl-score (F1S) (harmonic mean of P and R,
Equation (6)), and accuracy (A; Equation (7)) were
assessed for each DC and grouping all three DS; for
this latter computation, both DC-averaged and DC-
weighted computations were implemented, and weight
coefficients were set equal to 1/7, 2/7, and 4/7 for ND,
LD, and SD, respectively, in order to double the
weight from ND to LD and from LD to SD.

TP
"= TpiFp “)
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Figure 9. Precision (P), recall (R), FI score (FIS), and accuracy (A) associated with DSs for all method DC.

DC: damage criteria; DS: damage state.
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Finally, a global score parameter (S) was defined
(Equation (8)) by a weighted combination of 4 and
F18, setting « equal to one-third, aiming at giving dou-
ble weight to F1.S.

S=ad+(1 — )F1S (8)

Results and discussion. The confusion matrices are not
reported for the sake of brevity, and Figure 9 shows P,
R, F1S, and A associated with DSs for all DC. It should
be noted that the experimental dataset was not balanced
in terms of ND, LD, and SD conditions, and this might
have conditioned the results, in particular, ND and LD
were both associated with one-fourth cases, whereas a
double number of cases was related to SD.

The prediction performances in terms of all para-
meters depicted in Figure 9 generally have higher preci-
sion, recall, combined score (F1S), and accuracy for
correctly identifying ND, whereas an opposite trend,
that is, a lower prediction performance, is overall asso-
ciated with LD, which corresponds to the most chal-
lengingly predictable DS over the investigated range of
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methods. SD predictions have performance metrics
that are intermediate, but significantly better than LD
ones. The fact that ND and LD had the same experi-
mental occurrences suggests that the difference in
terms of performance metrics is more likely to be asso-
ciated with the more mechanically challenging identifi-
cation of LD, as it was also discussed in the previous
sections. The performance metrics associated with SD
show that the related prediction (1) is more challenging
than ND one (experimental SD occurrences are double
than ND but ND precision is larger than SD one) and
(2) is comparable with LD one, even though a rigorous
comparison should be based on cases having the same
experimental number of occurrences. As a conse-
quence, identifying LD is a significant challenge, as evi-
denced by its lower performance in all metrics;
accordingly, this could indicate overlap or confusion
between LD and other DSs. SD is easier to classify
than LD but not as consistently as ND. The results
suggest a need for further refinement in identifying
low-damage scenarios, as they seem to be misclassified
the most often.

The more challenging detection of LD is also due to
the mechanical classification. As a matter of fact, the
mechanical identification of LD is inherently character-
ized by subtle and localized damage phenomena that
affect the beam local flexural behavior without causing
clear changes in its global response. While SD is univo-
cally defined in quantitative terms, mechanical achieve-
ment of LD is more affected by uncertainty. Moreover,
over the experimental tests, LD was achieved a rela-
tively reduced number of times. This partial or limited
expression of damage impacts AE generation and
assessment, since the associated acoustic signatures are
typically less pronounced and more prone to be
masked by noise or disturbance. Finally, it should be
noted that, in some cases, for example, for several K
criteria and AFRA, mechanical LD was conservatively
detected as SD, and this is due to both (1) the narrow
mechanical transition between LD and SD and (2) the
not optimized/calibrated nature of the AE criteria
thresholds.

Despite the relatively challenging predictions related
to LD and SD, it should be noted that, overall, the pre-
diction performance can be considered as satisfactory,
as it is quantitatively discussed in the following para-
graph. Moreover, some methods and DC are highly
satisfactory. The generally positive performance of the
investigated set of methods/DC can be demonstrated
by considering (1) the relatively high-performance
metrics of the mode results (M-matrix in Figure 6)
plotted in Figure 10 (i.e., see F1S associated with mode)
and (2) the relatively low deviations and entropies asso-
ciated with the mode (Figure 6), as previously dis-
cussed. In other words, the investigated methods likely

provide a comprehensive prediction (high performance
metrics associated with M-matrix) that is also poten-
tially associated with a relatively low dispersion (low
deviations in DF-matrix and reduced entropy in E-
matrix). Even though the set of investigated methods,
or better DC, affects the abovementioned estimations
with regard to both mode and dispersion data, the
abovementioned outcomes can be considered as rea-
sonable and representative since a variety of methods
and a discretely large number of DC is considered.

In order to comprehensively account for DSs,
Figure 10 depicts P, R, F1S, and 4 computed synthe-
sizing all DS data by means of average and weighted
values (X, and X, respectively). The unitary value rep-
resents the maximum possible performance, and this
confirms previous comments regarding the overall
satisfactory predictions: Mode F1S and A values range
between 0.65 and 0.80, respectively. Furthermore, the
most performing DC, that is, E2.2, yields FIS and A
values larger than 0.90-0.95, which are highly satisfac-
tory. In particular, the E2.2 performance metric loss
from unitary values is only due to two experimental
LD conditions that were classified as ND according to
E2.2. The conventional definition of LD and SD as rel-
atively LD conditions (i.e., micro and macrocracking
initiation and formation) strengthens the significance
of the BPs, among the overall predictions and with
particular regard to the most performing DC.

Figure 10 also shows that weighing DS does not
majorly affect the results in most cases, as compared to
the average data, even though (a) weight coefficients
were substantially unbalanced (1/7, 2/7, and 4/7 for
ND, LD, and SD, respectively) and (b) they implemen-
ted the lowest weight coefficient to the least challen-
gingly predictable DS. Specifically, maximum (average)
discrepancy absolute value associated with P, R, F1S,
and A4 corresponds to 0.153, 0.167, 0.122, and 0.167
(0.059, 0.067, 0.062, and 0.067), respectively.

The applicative classification of the performance of
the different methods and DC is based on the assess-
ment of the global score (S), depicted in Figure 11. As
it was previously discussed, E2.2 DC provides the most
performing prediction, yielding S value equal to 0.85
and 0.89 for average and weighted computation (S, and
Sw), respectively. The second most performing predic-
tion associated with K1 DC has a score approximately
10% lower than E2.2 score. Weighted computation
yields higher S values, and for moderate-to-high perfor-
mance estimations, the discrepancy is overall not larger
than 5%, confirming the relative stability of the assess-
ment in terms of weighting coefficients.

A large number of DC are associated with S values
just larger than 0.7, with weighted S larger than aver-
age one, having a discrepancy that increases as S
decreases. This suggests that these methods might
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Figure 10. Precision (P), recall (R), Fl score (FIS), and accuracy (A) grouped for all DSs considering average and weighted value (X,

and X,,) for all DC.

DC: damage criteria; DS: damage state.

perform well but would be influenced by the DS distri-
bution in the weighted computation. This set of DC
includes some K3 DC, E1.2, AFRA, and mode estima-
tions. The least performing DC is associated with E2.1,
which significantly underperforms the penultimate DC,
that is, associated with bl1.1 and b2.2 estimations.
Considering the different methods, b value methods
provide the worst predictions, with all four DC having
relatively low performance metrics (e.g., lower than
mode estimation).

Overall, Kaiser method provides good predictions
that are not necessarily significantly conditioned by the
specific MS, and this suggests that the strong physical
interpretation of Kaiser effect and Felicity ratios bal-
ances the uncertainty associated with the conventional
definition of the significant activity criterion (that

generates the multiple DC). Furthermore, the study
showed that only specific formulations are likely to be
associated with low performance (i.e., K3.2a). On the
other hand, E2.2 provides the best prediction, and this
confirms that entropy-based measures, in particular,
cumulative Kullback—Leibler entropy with regard to
the specific EC, have a high potential. In future studies,
the blindly assessed E2.2 criterion should be experi-
mentally calibrated for enhancement purposes. It is
also interesting to notice that DC associated with E2.2
are compatible with DC found to be effective in past
studies that focused on various metallic materials,*®**
and this indicates that the entropy metrics and DC
based on historical, especially Kullback—Leibler formu-
lation, do not potentially depend on material/geometry
and application.
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Figure 11. Global score (S) grouped for all DSs considering average and weighted value (S, and S,,) for investigated DC,

considering S| to 54 specimens and |6 tests.
DC: damage criteria; DS: damage state.

Validation considering additional
specimens

The developed MSs and criteria were defined blindly,
and both E2.2 and K1 were found to be reliable for the
detection of the flexural cracking process, from the
microcracking formation (incipient deviation from lin-
ear behavior, conventionally associated with LD) to
macrocracking initiation and propagation (significant
and steady stiffness reduction, defined as SD). All
investigated criteria, including the abovementioned
ones, were assessed with regard to two additional gir-
der specimens (namely, S5 and S6), derived from the
benchmark beams. S5 and S6 were tested under the
same testing protocols and loading conditions already
used for S1 to S4, and further details are omitted for
the sake of brevity and generality. The prestress level
of S5 and S6 was the same as S1 and S2, respectively,
without any external posttensioning. The instrument
arrangement is depicted in Figure 12, where is can be
noted that channels (Ch) 1 and 4 (2 and 3) correspond
to sensor VS75 (VS150), and that Chl, Ch2, and Ch3
are in the middle point area of the beam, with Ch3 is
attached to the inferior surface of the girder and Chl
and Ch2 are symmetrically attached to the upper part
of the lateral surface of the girder. A band-pass 50—
200 kHz filter was used for MS75, and for all other
sensor/acquisition features, the same parameters
reported in section “Acoustic emission tests” were set.
VS75 sensors were also used to test the additional gir-
ders in order to account for the variation of the sensors,
with regard to tests performed on S1-S4 specimens,

which implemented sensors with lower and higher work-
ing/resonant frequencies (VS30 and VS150).

It should be noted S5/S6 Chl and Ch2 are located in
the same position of S3/S4 Ch1l and Ch2, as well as S5/
S6 Ch3 positions correspond to S4 Ch3 one, but only
S3/S4 Ch2 and S4 Ch3 correspond to identical S5/S6
Ch2 and Ch3 sensors, respectively, related to VS150.

Figure 13(a) shows the F, versus A curves associated
with S5 and S6 specimens, where both mechanical LD
and SD states and E2.2 EC attainment are depicted.
SD achievement is clearly detectable on the curves as it
is associated with a significant and relatively rapid stiff-
ness reduction, whereas LD is less straightforward to
identify, as was previously discussed. In particular, S5
and S6 were found to be affected by LD under P1L1
and P1L2, respectively, whereas ND was identified for
earlier loading conditions. SD was detected corre-
sponding to P1L2 and PI1L3, respectively. S5 and S6
achievements are almost identical to the ones related to
S1 and S2, which presented the same prestress level,
and the only difference is associated with P1L1 achieve-
ment related to S1, which was more severe (SD) than
the one detected for S5 (LD). It should be noted that
SD achievement was achieved just below (above) F,
for S1 (S2), as can be observed in Figure 6 (Figure 12),
and therefore a slight variation in achievement force
results in DS difference outcome.

The time evolution of the % Hy curve is depicted in
Figure 14 for some representative cases related to S5
and S6, together with time evolution of F,, pointing out
the EC2 and EC3 detection and the mechanical damage
conditions related to LD and SD, respectively,
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Ch: channels; EC: elementary criteria; LD: low damage; MS: method specification; SD: severe damage.
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Figure 13. Applied force (F.) versus deflection (A) curves related to S5 and S6, achievement of mechanical LD and SD states, and

related EC attainment based on cumulative Kullback-Leibler entropy (E2.2 MS). EC2 and EC3
respectively. Ch 1, 2, and 3 correspond to VS75, VSI50, and VS150 sensors, respectively.

Ch: channels; EC: elementary criteria; LD: low damage; MS: method specification; SD: severe damage.

correspond to LD and SD,

discussed below. The differences in detection between
Chl and Ch2 can be attributed primarily to the sensor
characteristics, assuming symmetrical behavior of the
beam. Sensor VS75 (Chl) consistently detects both

EC2 and EC3 earlier than VS150 (Ch2), indicating a
higher sensitivity in terms of entropy measures (E2.2).
A similar trend was observed for S2 when comparing
the responses of the VS30 and VSI150 sensors.
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Specifically, VS75 detects EC2 condition prior to the
LD achievement, with the margin decreasing from EC2
to EC3, corresponding to the transition from LD to
SD. VS150 sensors (Ch2 and Ch3) detect EC2 and EC3
closer to the occurrence of LD for S5, while the detec-
tion is less precise for S6, due to an carly (or delayed)
detection of LD (SD). Overall, in all cases, there is a
satisfactory identification of both low and SD condi-
tions, and the findings highlight that E2.2 entropy
trend remains consistent and effective across the vari-
ous setups despite the differences in sensor characteris-
tics. As a matter of fact, similar results were found
considering VS30 sensors, as previously mentioned.
This confirms that the entropy-based approach, with

regard to the developed criteria, provides a reliable
method for damage detection, regardless of the sensor
type and other variables, such as the level of prestress
and the retrofitting interventions.

K1 MS detected SD corresponding to P1L1 and
P1L2, respectively, and ND was detected for preceding
protocol. Similar trends similar to the S1 to S4 results
were found considering the other MSs.

K1 almost provides the same estimations associated
with E2.2, and the only difference is related to a more
accurate but less conservative E2.2 identification of LD
for S2 under P1L2. The slightly more conservative esti-
mation of K1 aligns with proof-test objectives of the
MS.
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Leibler entropy SHy (E2.2), that is, 2Hy; np2ip and SHk. pasp, considering S| to S6 specimens and 24 tests.

EC: elementary criteria.

Experimental calibration and final
corroboration

E2.2 was found to be the best MS over BPs, and, in this
section, E2.2 EC (2 Hy) thresholds are experimentally
calibrated considering the complete set of six speci-
mens. In particular, S is computed are computed over
the variation of both EC thresholds, that is, (1) ND to
LD EHKL hmlt, EHKL,NDZLDa and (2) LD to SD EHKL
limit, 3 Hkr 1 p2sp, blindly set equal to 5 and 10 bits,
respectively; the former (latter) is varied from 2 to 8 (8-
13) bits in the parametric analysis. The resulting S ver-
sus {ZHyx1 npoLps-2Hy1 1pasp) surface is depicted in
Figure 15. For both average and weighted S computa-
tions, maximum S is defined in the range reported in
Equation (9) for average S (S,) and weighted S (S,,).

{max (S,), max(S,)} = {0.90, 0.94} within
{ 3.0 bitsngKL,NDzLD$6-5 bits (9)
10.0 bitSSEHKL’ 1p2sp=10.5 bits

It is interesting to note that optimum X Hg1 Nporp
range is associated with a relatively large range of
entropy, showing that exceedance of a relatively low
threshold, for example, 3.0 bits, is a sufficient condition
for a major increase up to relatively large values and a
necessary and sufficient condition for LD achievement,
and this strengthens the robustness of the criterion. In
other words, once the threshold is exceeded, the dam-
age classification is not sensitive to the amount of the
entropy increase.

Damage classification and assessment effectiveness
is highly sensitive to 2 Hk p2sp and the optimum

entropy range is narrow. The first tentative EC thresh-
old values determined in the context of BPs are
included within the optimum range, but more conser-
vative optimum EC criteria can be assumed as reported
in Equations (10)—(12), recalling that these were cali-
brated considering six specimens under four loading
protocol each, resulting in 24 tests.

EC1 : EHKL<3-O bits (10)
EGC, : 3bitS$2HkL<10.0 bits (11)
EC3 : EHKL = 10.0 bits (12)

As a final corroboration, S was recomputed for all
MSs using the complete dataset of six specimens. The
results, presented in Figure 16 (specimens S1-S6) in
terms of both average and weighted S values, show
good consistency with those from Figure 11 (specimens
S1-S4). In particular, the inclusion of the two addi-
tional specimens (S5 and S6) does not significantly alter
the S scores. Overall, S tends to remain stable or to
increase slightly when moving from four to six speci-
mens (from 16 to 24 tests). Notably, E1.1, AFRA, and
E1.2 estimations, already associated with similar satis-
factory S values for specimens S1 to S4 (Figure 11),
exhibit an upward trend and, following the E2.2 criter-
ion, emerge as the most effective ones. K1 criterion
remains satisfactory but yields a slightly lower S score
than these top-performing MSs.

The final assessment, based on 6 specimens and 24
tests, confirms and reinforces the validity of the pro-
posed criteria, supporting their potential application in
the development of SHM procedures.



22

Structural Health Monitoring 00(0)

1IIIIIIIIIIIIIIIIIIIII
0.8 .
0.6 s
7
0.4
0.2
0
VY N o Y N0 N R e 0N DY R 2N Y N9 N
VN N LN LN 0P 6 oV (@ oY @ Y o TG QT
AR SR ARNCRINC NN N N
DCID
[ N ™

Figure 16. Global score (S) grouped for all DSs considering average and weighted value (S, and S,,) for investigated DC,

considering S| to S6 specimens.
DC: damage criteria; DS: damage state.

Conclusions

Summary

The article develops and evaluates damage assessment
criteria based on AE testing for the identification of low
and moderate cracking damage conditions in prestressed
RC girders. Six specimens were tested under four-point
bending tests according to cyclic and monotonic proce-
dures. AE data were detected, and multiple analysis
methods and MSs were tested through a blind evaluation
of DSs associated with each test. The effectiveness of the
proposed criteria was quantitatively assessed against the
experimental results, by means of a score (S) ranging
from zero to one, leading to their validation and, for the
best-performing MS, to a dedicated calibration effort.

Key results and discussion remarks

Key results and discussion remarks are summarized in
the following.

1. Genuine AEs sourced by crack onset and propaga-
tion could be potentially detected by more than 1-
1.5 m distances, even though with reduced entity,
under the tested conditions and used equipment.
The use of sensors resonant in the 75-150 kHz
range is preferable, and acquisition parameters can
be optimized following the indications of this
study. It is recommended to deploy four sensors
for each expected damage zone.

Kaiser effect and Felicity ratio analysis confirmed a
solid alignment with mechanical response, especially
with regard to K1 MS, which yielded an S value

equal to about 0.75. The method overall was effec-
tive in identifying damage onset and accumulation
through controlled loading tests. The study proposes
potentially effective specifications for the conven-
tional identification of significant AE thresholds.
AFRA analysis revealed that an increase in RA
and decrease in AF reflects the evolution of dam-
age, expanding the traditional scope of AFRA,
which is typically focused on crack type identifica-
tion. In particular, AFRA was associated with an
S value equal to about 0.8. Furthermore, it should
be noted that AFRA-based criterion relies on trend
analysis rather than absolute values or specific cri-
teria, and this strengthens its potential robustness
for application under significant uncertainties (e.g.,
in situ monitoring).

b-value might be correlated with damage evolution
but with less clarity and robustness of other investi-
gated methods. The effectiveness of this latter
method was found to be conditioned by the specific
case and applications. Its performance appeared
more case- and noise-dependent, and overall, it
was deemed less effective, for example, the highest
S over the investigated h-value MSs was equal to
about 0.6. This underperformance may derive from
the fact that b-value analysis primarily relies on
amplitude and amplitude-based event frequency
correlations, which are inherently more susceptible
to noise. In contrast, other methods, such as
entropy-based ones, are less affected by noise and
disturbance as they indirectly incorporate filtering/
cleansing mechanisms. In summary, b-value analy-
sis could yield better results when effective noise-
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filtering procedures are implemented or when the
signal environment is relatively clean, unlike other
techniques that are intrinsically more robust to
such disturbances.

5. AE entropy analysis was found to be potentially
well correlated with damage initiation and evolu-
tion, showing a clear pattern related to the abso-
lute and cumulative computations, especially with
regard to E2.2 MS. Entropy parameters were rea-
sonably stable, and their trends did not depend on
the specific test, also highlighting a relatively low
sensitivity in terms of value ranges to different test-
ing arrangements and sensors. In particular, E2.2
yielded an S value equal to about 0.9, whereas the
other ones, except E2.1, resulted in larger than 0.8.
E2.1 provided an S value equal to about 0.4. Only
E2.2 criterion was calibrated within this study, and
the performance of the other (entropy-based) MSs
could further improve with optimized calibration.
Additionally, since the entropy criteria were imple-
mented using a threshold-based approach, alterna-
tive methods, such as those based on gradient and
gradient variation,” may provide better results,
particularly for E2.1 that does not work well with
thresholds.

6. The validation highlighted the role of sensor char-
acteristics, with higher sensitivity to E2.2 as the
sensor resonant frequencies decrease. Despite these
variations, the entropy-based E2.2 criterion consis-
tently identifies DSs across different setups, prov-
ing its robustness.

7. The significance of the developed MSs is strength-
ened by recalling that the focus was on minor dam-
age conditions: (1) LD condition is not generally
visible since the related cracks have relatively
reduced widths (e.g., lower than 0.1 mm) and exten-
sion and (2) SD condition does not represent an
actual structural damage condition, but represents
the effective initiation of the postcracked response.

Implementation in structural health monitoring
(SHM)

The following remarks support the implementation of
the investigated MSs for SHM purposes.

1. The sensor characteristics, among the tested fre-
quency ranges (i.e., from 30 to 150 kHz resonant
sensors) and related filtering (Sections “Acoustic
emission tests” and “Validation considering addi-
tional specimens”), influence the AE sensitivity to
damage and noise, which decreases as resonant fre-
quency increases. However, the comparisons
among the different specimens demonstrate that

the assessment based on most effective MSs is not
affected by the variation of the sensors, and 75—
150 kHz resonant sensors are recommended as
they balance AE sensitivity to noise and clear
detection of genuine events.

2. The AE acquisition parameters adopted in the
study are explicitly reported, and additional imple-
mentation guidance can be provided by the corre-
sponding author upon reasonable request.

3. The criteria were validated using commercial wide-
band AE sensors and standard acquisition systems,
requiring only moderate sampling rates and a mini-
mum of four sensors per damage-prone area, which
can be adjusted based on monitoring needs.

4. Entropy-based and AFRA criteria appear well sui-
ted for passive monitoring of RC girders subjected
to (a) increasing load or deformation conditions
(e.g., as a stop criterion during proof-testing®***),
and potentially (b) bridge service conditions. K1
criterion could be suitable in the context of proof-
testing and load—unload testing protocols, where
the applied load is explicitly known and controlled.

5. The proposed DC are computationally lightweight
and based on simple statistical operations, making
them suitable for real-time and time-continuous
SHM applications. Several MSs (e.g., E2.2 and
AFRA) have been successfully tested on commercial
AE software supporting real-time evaluation, and
their simplicity allows for future implementation on
embedded or low-power computing platforms.

Limitations and potential developments of the study

The effectiveness of the developed criteria refers to the
tests performed but might be extended to other similar
or comparable cases, with due consideration. While the
findings confirm the potential of the proposed methods
for damage classification, the limited number of speci-
mens (six girders under four loading protocol each,
resulting in 24 tests) and associated statistical con-
straints must be acknowledged, especially regarding
the potential implementation in situ.

The more challenging detection of LD is also attri-
butable to the uncertainty of its mechanical classifica-
tion, which is based on subtle, localized damage
affecting only the beam local flexural behavior without
altering the global response. Moreover, limited (LD)
occurrence in the experimental tests and low-intensity
AE signatures it generates made LD more difficult to
identify. This often led to conservative misclassification
as SD, especially when AE thresholds were not specifi-
cally calibrated. Therefore, further tests should focus
more on damage initiation phenomena, addressing the
issue from a microscopical point of view and also con-
sidering the material scale.
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Finally, future work will focus on refining the process-
ing logic for each MS, exploring more suitable calibration
approaches, and integrating additional physical data to
enhance the validation of prediction outcomes. A larger
and more diverse experimental dataset, including tests in
situ, will be considered to strengthen the statistical signifi-
cance and general applicability for SHM purposes.
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